
Ø Zero-shot Speech-text RetrievalØ Paired speech-image data is cheaper and easier
to collect compared to transcription data

Ø Compared to previous works, SpeechCLIP utilize
visually grounded speech and indirect text
signals for training
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Methods
Ø CLIP [1]

v Align image and speech into same embedding
space and able to transfer to Computer Vision
Tasks

Ø SpeechCLIP

v Parallel: the spoken utterance embedding is
aligned with CLIP image encoder’s output

v Cascaded: K keywords are selected and
inserted into CLIP text encoder to align with
CLIP image encoder’s output

Ø Keyword Discovery

v Keywords are retrieved by 
finding subwords with the 
highest cosine similarities 
between 𝒛𝒌 and the 
corresponding subword
embeddings

Ø SpeechCLIP established a new research 
direction of indirectly supervising speech 
models with text via other modalities.

Ø Checkout our arXiv, code and blog for
more info

(a) Parallel SpeechCLIP (b) Cascaded SpeechCLIP
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Speech → Text Text → Speech

Model R@1 R@5 R@10 R@1 R@5 R@10

Random 0.02 0.10 0.20 0.02 0.10 0.20

Parallel Large 60.32 81.81 88.18 65.45 85.82 91.27

Parallel Large (Sup.) 95.02 99.46 99.78 95.35 99.68 99.93

Speech → Image Image → Speech

Model R@1 R@5 R@10 R@1 R@5 R@10

FaST-VGSCO [2] 31.8 62.5 75.0 42.5 73.7 84.9

FaST-VGSCTF [2] 35.9 66.3 77.9 48.8 78.2 87.0

Parallel Large 35.8 66.5 78.0 50.6 80.9 89.1

Cascaded Large 6.4 20.7 31.0 9.6 27.7 39.7

ØSpeech-Image Retrieval
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Model kw1 kw2 kw3 kw4 kw5 kw6 kw7 kw8 Avg
Base (Flickr) 57.0 25.6 20.2 5.0 20.0 26.5 10.5 16.6 22.7
Large (Flickr) 56.5 19.6 20.5 37.5 21.7 34.6 26.4 44.7 32.7
Large (COCO) 27.5 22.4 35.8 61.0 21.6 54.2 60.1 22.9 38.2

Model Audio Encoder CLIP Image 
Encoder

Trainable 
Params (M)

Total 
Params (M)

Base HuBBERT Base 
(95M)

ViT-B/32 (250M) 2.8 – 7.5 252 - 257

Large HuBERT Large 
(316M)

ViT-L/14 (422M) 6.1 - 13.4 765 - 772

Keyword hit rates for cascaded SpeechCLIP. Avg denotes averaged hit rate
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